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What are bandits? [Lattimore and Szepesvári, 2020]
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To accumulate as many rewards, which arm would you choose next?

Exploitation V.S. Exploration

Time 1 2 3 4 5 6 7 8 9 10

Arm 1 $1 $0 $1 $1 $0

Arm 2 $1 $0

Select arms with less-observed times 
to learn the unknown knowledge

Select arms with higher rewards 
to accumulate more rewards

Over exploration leads to high costs
Insufficient exploration prevents from finding the optimal arm



Interactive machine learning 
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Candidate actions

Learning agent

Feedback

Environment

(2) Choose action

(3) Generate feedback(4) Receive feedback

(5) Improve policy

(1) Faced with



Applications
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Recommendation systems
[Li et al., 2010]

SAT solvers
[Liang et al., 2016]

Advertisement placement
[Yu et al., 2016]

Key part of reinforcement learning
[Hu et al., 2018]

Monte-carlo Tree Search (MCTS) in AlphaGo
[Kocsis and Szepesvári, 2006; Silver et al., 2016]

Public health: COVID-19 border testing in Greece
[Bastani et al., 2021]



Multi-armed bandits (MAB)

• A player and 𝐾 arms
• Each arm 𝑎! has an unknown reward distribution 𝑃! with unknown 

mean 𝜇!

• In each round 𝑡 = 1,2, … :
• The agent selects an arm 𝐴! ∈ {1,2, … , 𝐾}
• Observes reward 𝑋!∼𝑃"!

Assume 𝑃! is supported on [0,1] 
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𝜇" 𝜇# 𝜇$……

Items, products, movies, companies, …

CTR, preference value, …

Click information, satisfaction, …



Objective
• Maximize the expected cumulative reward in 𝑇 rounds

𝔼 .
"#$

%
𝑋" = 𝔼 .

"#$
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• Minimize the regret in 𝑇 rounds 
• Denote 𝑗∗ ∈ argmax' 𝜇' as the best arm

𝑅𝑒𝑔 𝑇 = 𝑇 9 𝜇'∗ − 𝔼 <
!()

*
𝜇"!
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Explore-then-commit (ETC) [Garivier et al., 2016] 

• There are 𝐾 = 2 arms (choices/plans/...) 
• Suppose
• 𝜇) > 𝜇+
• ∆ = 𝜇) − 𝜇+

• Explore-then-commit (ETC) algorithm
• Select each arm ℎ times
• Find the empirically best arm A
• Choose 𝐴! = 𝐴 for all remaining rounds 

ℎ rounds 
for 𝑎"

ℎ rounds 
for 𝑎#

𝑇 − 2ℎ rounds 
for the better 

performed one
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A/B testing



• Regret analysis:
𝑅𝑒𝑔 𝑇 = 𝑇 9 𝜇) − 𝔼 <

!()

*
𝜇"!

= ℎ∆ + 𝑇 − 2ℎ 9 ∆ 9 ℙ �̂�) < �̂�+
= ℎ∆ + 𝑇 − 2ℎ 9 ∆ 9 ℙ �̂�+ − 𝜇+ − (�̂�)−𝜇)) > ∆

≤ ℎ∆ + 𝑇 9 ∆ 9 exp −
ℎ∆+
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≤ 𝑂
log 𝑇
∆

• 𝑅𝑒𝑔 𝑇 = Ω 𝑇∆ if ℎ = 100
• 𝑅𝑒𝑔 𝑇 = Ω 𝑇∆ if ℎ = 𝑇/10

Explore-then-commit (cont.)
ℎ rounds 

for 𝑎"
ℎ rounds 

for 𝑎#
𝑇 − 2ℎ rounds 
for the better 

performed one

Exploration Exploitation
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Choose ℎ = %
∆!
log '∆!

%

Sample mean

Hoeffding’s inequality

require the knowledge of ∆
Only with the best choice of ℎ
the regret would be smallest



• For each round 𝑡
• 𝜀" ∈ (0,1)
• With probability 𝜀", exploration (uniformly random select arms)
• With probability 1 − 𝜀", exploitation (select the best performed arm 

so far) 

•When 𝜀! = min 1, "
!#!

, 𝑅𝑒𝑔 𝑇 = 𝑂 $%& '
∆

A soft version: 𝜀-greedy
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Demo: https://cse442-17f.github.io/LinUCB/

https://cse442-17f.github.io/LinUCB/


Upper confidence bound (UCB) [Auer et al., 2002] 

• With high probability ≥ 1 − 𝛿

𝜇' ∈ �̂�' −
log 1/𝛿
𝑇'

, �̂�' +
log 1/𝛿
𝑇'

• Optimism: Believe arms have higher rewards, encourage exploration
• The UCB value represents the reward estimates

• For each round 𝑡, select the arm

𝐴 𝑡 ∈ argmax!∈ ( >𝜇! +
log 1/𝛿
𝑇!(𝑡)

10Exploitation Exploration

By Hoeffding’s inequality

Number of selections of 𝑎!

Upper confidence bound (UCB)

Sample mean



Upper confidence bound (UCB) (cont.)

• Assume arm 𝑎$ is the best arm
• If sub-optimal arm 𝑎! is selected
• w/ high probability

𝜇) ≤ UCB) ≤ UCB' ≤ 𝜇' + 2
678 )/:
*#(!)

• ⟹ 2 678 )/:
*#(!)

≥ ∆': = 𝜇) − 𝜇'

• ⟹ 𝑇'(𝑡) ≤ 𝑂 678 )/:
∆#
$

• By choosing 𝛿 = 1/𝑇, cumulative regret: 
𝑂 <

'=)

log 𝑇
∆'+

9 ∆' = 𝑂 𝐾log 𝑇/∆
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∆≔ min!("∆!
Without knowing ∆

Can choose 𝛿 adaptive to time 𝑡



Thompson sampling (TS) [Agrawal and Goyal, 2013] 

• Assume each arm has prior Gaussian(0,1)
• Sample an estimate H𝜇! from the posterior distribution

H𝜇!~Gaussian >𝜇! ,
1

1 + 𝑇!(𝑡)

• Select the arm 𝐴 𝑡 ∈ argmax!∈ ( H𝜇!

• Also have 𝑂 𝐾log 𝑇/∆ regret
• Usually outperforms UCB
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UCB
Exploitation Exploration

TS

https://learnforeverlearn.com/bandits/
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